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When do Scientists Change their Minds?
Week 6/7 – Science, statistics, and 
reproducibility
EGMT-1520 Monday, Feb 21, 2022
Bill Pearson  wrp@virginia.edu
Overview of this session:
• Statistics

– p()-values  (p < 0.05???)
– false negatives and false positives
– Effect size
– Correlation and causation
– Multiple tests

• Are most scientific papers wrong?
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Final project products
(Preview due Wednesday, Feb 23):

1. A 5 minute presentation (Powerpoint/Google slides) with 5 – 6 
slides

1. 2 slides explaining why the incorrect explanation is correct – please 
try to make a convincing case for the wrong explanation that a 10 
year old would believe

2. 1-2 slides describing the change of perspective – focus on the 
perspective – what is being "seen" differently (not just equations)

3. 2 slides explaining how the change of perspective explains the 
phenomena, highlighting the contrast between the "intuitive" 
perspective and the "correct" perspective

2. (for March 2) A 750–1000 word paper making the arguments 
in text. Arguments should be developed in paragraphs with 
topic sentences and complete sentences.

3. Each slide in the presentation or section of the paper should 
be attributed to at least one member of the group.  Each 
member of the group should have an attributed contribution.  
Slides should not overlap with other slides;  like wise 
paragraphs in the paper should have minimal overlap.
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For Wednesday (Feb 23)

Statistics in groups (15 min):
1. propose an hypothesis to be tested by measuring 

something (e.g. winning the NCAA basketball 
tournament is correlated with team height)

2. Describe a measurement result that might be a 
false positive, and a measurement result that 
would be a false-negative

Presentation pre-review (60 min):
• Review, comments on presentation 

paragraphs (quick look at presentation slides)
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Statistics in a Nutshell
• Scientists like “reproducible” results.  If only Avery can 

transform Pneumococci, why should we believe it?
• Random results are not “reproducible”, they happened by

chance
• We seek results that are “not random” – so they are more 

likely to be “reproducible”
• p()-values attempt to establish “not random”

– p()<0.05 says the probability of occurring ”by chance” 
(randomly) is < 0.05

– But is p() < 0.049 really different from p() < 0.051?
• “significant” results can occur because of very small (but 

reproducible) effects measured many times (effect size)
• “significant” results can occur because of repeated tests
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Ioannidis, J. P. A.  PLoS Med. 2, e124 (2005).
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Statistics (reproducibility) in a nutshell

• Why do we care?
– Statistics/Reproducibility – If I make a measurement 

today, will I get a consistent result next week?  Next 
year?

– If someone claims that vaccines work, or cause serious 
side effects, should I believe them?

– If we are supposed to “trust the data”, is it the data we 
should trust, or the conclusions drawn from the data

• Scientists tend to trust data that is “statistically 
significant” and has a sensible mechanism
– Double stranded DNA for replication
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Statistical significance in a nutshell
p()-values

• Scientific results are more compelling if they 
measure an effect that is unlikely to occur by 
chance
– Vaccine adverse effects – after 220 million 

vaccinations, are there more heart problems than 
expected without vaccination?

• How many expected
• How many more to raise concerns?

– If I follow Bradley Richard’s investment suggestions, 
will I be better off than simply buying “the market”

– If I receive a positive test for ??? (Covid19, HIV, 
pregnancy), is the test correct? 
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When do scientists change their minds?
A quick overview of statistics

• We are more persuaded by results that are:
– Statistically significant (p < 0.05?)
– Biologically/physically/physiologically significant (effect size)

• p()-values estimate how often results would occur if a null-
model is correct (?by chance?)
– What if the null-model is wrong?
– P()-values do not indicate the strength of the relationship

• p()<0.05 indicates the null-model would produce the 
results one time in 20
– How many experiments were actually done?

• All experimental methods can produce false-positives and 
false-negatives
– Statistical corrections can reduce false-positives (by increasing 

false negatives), and vice-versa
• Tiny effects can be statistically significant in large datasets
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Statistical significance in a nutshell
p()-values and the null hypothesis

• Traditionally, statistical significance is 
measured using “Null Hypothesis 
Significance Testing (NHST)”
– Null-hypothesis testing is backwards
– it does not estimate the probability that a 

hypothesis is true
– It estimates the probability that the NOT-True 

(null) hypothesis is correct.
– If the null-hypothesis significance test gives a 

probability p() < 0.05, the hypothesis is accepted, 
because the null hypothesis is likely to be wrong 
(how likely?)
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testing statistical models: random? dice
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P(1,2,3,4,5,6)=1/6
"fair"

P(1)=1/12
P(2,3,4,5)=1/6          

P(6)=3/12
"loaded"

Is a die "fair" or "loaded" (un-fair)?
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The debate about p()-values
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In my opinion, null hypothesis testing and p-values have done significant 
harm to science. The purpose of this note is to catalog the many problems 
caused by p-values. …

www.fharrell.com/post/pval-litany/

www.nature.com/news/psychology-journal-bans-p-values-1.17001
www.the-scientist.com/news-opinion/drop-statistical-significance--scientists-say-65635
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p()-values and reproducibility
What a p()-value is not?

1. p()-values can indicate how incompatible the data are 
with a specified statistical model.

– what if the model is wrong?
2. p()-values do not measure the probability that the 

studied hypothesis is true, or the probability that the data 
were produced by random chance alone.

3. Scientific conclusions and business or policy decisions 
should not be based only on whether a p-value passes a 
specific threshold.

4. Proper inference requires full reporting and transparency 
5. A p()-value, or statistical significance, does not measure 

the size of an effect or the importance of a result. 
6. By itself, a p()-value does not provide a good measure of 

evidence regarding a model or hypothesis.
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p()-values and reproducibility
What is a p-Value?

Informally, a p-value is the probability under a specified 
statistical model that a statistical summary of the data (e.g., 
the sample mean difference between two compared groups) 
would be equal to or more extreme than its observed value.

p-values need:
1. a statistical model (how often do we expect the result by 

chance)
2. a "Null" hypothesis – the result by chance would be: XYZ
3. a measurement that would reflect the effect

A random or loaded "die":
1. statistical model: uniform distribution p(1,2,3,4,5,6)=1/6
2. null-hypothesis: all sides equally likely
3. measurement: count how often each side appears
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p()-values
What are we looking for?
"statistical" significance vs 

“biological” significance
• All statistical tests have two types of errors:

– False-positives: reporting something is true when it is 
not

– False-negative: reporting something is not-true when it 
is

• Statistical testing is more challenging when 
multiple tests are done
– data-dredging, p()-hacking

• Very large datasets can generate "statistically 
significant" results that are very small
– effect size
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testing statistical models: random? dice
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4 false positives in
72 “tests”

How many tests?
72

With p()<0.05, how
Many false positives

Expected?
0.05 * 72 = 3.6

P(1,2,3,4,5,6)=1/6
"fair"

Why are all the false 
positives “high”?  Shouldn’t 

half be “high” and half “low”?
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Sensitivity, specificity
true-positives, true-negatives
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real/measured 
state

Meaure
True

Measure
False

real True
infected / loaded

True Positive
TP

False Negative
FN

Type II error
real False

healthy / fair
False Positive

FP
Type I error

True Negative
TN

Sensitivity: TP / (TP + FN)
Specificity: TN / (TN + FP)

False Discovery Rate (FDR):  FP / (TP + FP)
Positive predictive value:   TP / (TP + FP)

In general, false positives are considered more harmful 
than false-negatives (except for infectious diseases)
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sensitivity and specificity: non-random die
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Statistics in a nutshell: effect size
statistical significance (p()< 0.05)

may not be very significant)
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Statistical significance (p()< 0.05)
may not be very “significant”
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Which results are 
“statistically 
significant”?

Is a 0.5% difference 
“significant”?

Note that the 
“statistical 
significance” does not 
correlate well with 
sample size 
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Tiny effects can be (statistically) “significant”
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Tiny effects can be (statistically) “significant”
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Which are false positives?
Which are false negatives?
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Data dredging and p-hacking /
Correlation and causation
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tylervigen.com/spurious-correlations
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Multiple testing:
So many tests, what is significant?
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So many tests, what is significant?
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So many tests, what is significant?
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So many tests, what is significant?
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testing statistical models: random? dice
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4 false positives in
72 “tests”

How many tests?
72

With p()<0.05, how
Many false positives

Expected?
0.05 * 72 = 3.6

P(1,2,3,4,5,6)=1/6
"fair"
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Statistics in a Nutshell
• Scientists like “reproducible” results.  If only Avery can 

transform Pneumococci, why should we believe it?
• Random results are not “reproducible”, they happened by

chance
• We seek results that are “not random” – so they are more 

likely to be “reproducible”
• p()-values attempt to establish “not random”

– p()<0.05 says the probability of occurring ”by chance” 
(randomly) is < 0.05

– But is p() < 0.049 really different from p() < 0.051?
• “significant” results can occur because of very small (but 

reproducible) effects measured many times (effect size)
• “significant” results can occur because of repeated tests
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Final project products (prelim due Feb 23):
1. A 5 minute presentation (Powerpoint/Google slides) with 

5 – 6 slides
1. 2 slides explaining why the incorrect explanation is correct –

please try to make a convincing case for the wrong 
explanation that a 9 year old would believe

2. 1-2 slides describing the change of perspective – focus on the 
perspective – what is being "seen" differently (not just 
equations)

3. 2 slides explaining how the change of perspective explains 
the phenomena, highlighting the contrast between the 
"intuitive" perspective and the "correct" perspective

2. (Mar. 2) A 750–1000 word paper making the arguments 
in text. Arguments should be developed in paragraphs 
with topic sentences and complete sentences.

3. Each slide in the presentation or section of the paper 
should be attributed to at least one member of the group.  
Each member of the group should have an attributed 
contribution.  Slides should not overlap with other slides;  
likewise paragraphs in the paper should have minimal 
overlap.
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